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Abstract

We propose a model of price-setting that involves an important role for price points as well as

sticky information. It makes empirically reasonable predictions about the frequency of price

adjustments, the sizes of price increases and decreases, the shape of the hazard function,

the fraction of price changes that are price increases, and the relationship between price

changes and inflation. If we integrate our model of price-setting into a small-scale DSGE

model, it implies plausible aggregate effects of monetary policy in contrast to a model with

a prominent role for price points but no information rigidities.
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1. Introduction

Understanding the nature of microeconomic price rigidities is central to monetary eco-

nomics. The leading paradigm in monetary economics, the new Keynesian model, starts from

the premise that extended spells of constant prices point to the existence of price-adjustment

costs.4 These costs are considered to be instrumental for rationalizing why monetary policy

has real effects.5 The present paper explores an alternative mechanism that can explain

spells of constant prices: price points.

As discussed in more detail in Section 2, there is strong evidence in favor of the relevance

of price points, as some prices are chosen much more frequently compared to other prices

(see Kashyap (1995), Blinder et al. (1998), Dhyne et al. (2006), Levy et al. (2011) and Chen

et al. (2017)). In particular, Knotek (2016) considers a model with traditional menu costs

and additional costs that accrue to firms when they choose prices that are not price points.

According to his estimation, menu costs are effectively irrelevant as a source of price rigidity.

He shows that, as a consequence, monetary shocks have almost no effects on real variables.

The present paper takes a standard model of price-setting under positive trend inflation

as a starting point and adds the following two modifications. First, we abstract from menu

costs and impose a price-point (PP) restriction, i.e. the requirement that firms can only select

prices from a discrete set of price points. Second, because a model with the PP restriction

but without additional costs of adjusting prices would have the counterfactual implication

that monetary policy is completely ineffective in influencing real variables, we incorporate

sticky information as in Mankiw and Reis (2002) into our model.

As a result, our model does not only match the empirical frequency of price adjustment

but is also compatible with the empirical regularity that monetary policy affects output and

other real variables in the short run as well. While Knotek (2016) analyzes the potential of

price points to explain the empirically observed durations of price spells and distribution of

price endings, we examine a host of additional implications of our model.

Using a relatively new micro price data set provided by the Office of National Statistics

(ONS), we show that most of the stylized facts of price setting documented e.g. by Klenow

4Price-adjustment costs are often modeled in a shorthand manner via time-dependent pricing.
5See Woodford (2003) for a textbook treatment of the new Keynesian model.
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and Kryvtsov (2008) (henceforth: KK) and Nakamura and Steinsson (2008) (henceforth:

NS) for the United States hold for the United Kingdom as well.6 Then we assess the degree

to which our approach can explain the empirical evidence for the UK. In particular, we derive

the following findings for our main model with a PP restriction as well as sticky information

(henceforth: PPSI) and a benchmark model without a PP restriction but sticky prices à la

Calvo (1983) (henceforth: SP). Both models are consistent with the following stylized facts:

First, three out of four prices stay constant in a quarter. Second, the magnitude of relative

price changes is 10% on average. Third, hazard functions are approximately flat and the

magnitude of price changes does not increase strongly with the age of the price.

The PPSI model outperforms the SP model along several dimensions: First, the magni-

tude of price decreases is larger than the magnitude of price increases (Burstein and Hellwig

(2007), KK). Second, prices move back and forth between a few rigid values (Eichenbaum

et al., 2011; Knotek, 2016).7 In particular, the PPSI model can reproduce the empirical fre-

quency with which old prices are revisited. Third, the frequency of price increases co-varies

with inflation (KK). Fourth, the frequency of price decreases changes less strongly with infla-

tion in comparison (NS). Fifth, the PPSI model is in line with the empirical finding of many

small price changes (KK). Sixth, the PPSI model is compatible with a non-negligible role for

the extensive margin in explaining inflation fluctuations, while the SP model counterfactually

attributes all changes in inflation to the intensive margin.8

We also identify a specific implication of the PPSI model. The PPSI model involves that

small and large price changes are different in that small price changes are driven by changes in

the expected price level, whereas large price adjustments are caused by productivity shocks.

Consequently, it predicts that the frequency of small price changes co-varies more strongly

with inflation than the frequency of large price changes. We show that this pattern can be

found in our data set, which provides additional support for the PPSI model.

6For a comprehensive review of the literature on individual price dynamics see Klenow and Malin (2010)
and Nakamura and Steinsson (2013).

7Eichenbaum et al. (2011) and Matějka (2015, 2016) model firms that follow a price plan consisting of a
finite number of points.

8KK finds that the extensive margin is almost irrelevant for the variance of inflation in the US. In our
data set, we find that more than one third of the inflation variance can be attributed to the extensive margin.
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While the focus of our paper is on the dynamics of individual prices, which we simulate

with the help of partial-equilibrium models, we also extend our analysis in two directions

in order to get an idea about the aggregate implications of our approach. First, we use

the models to generate time series for aggregate inflation. This analysis reveals that the

PPSI model is slightly more successful in predicting inflation dynamics than the SP model.

Second, we illustrate how our partial-equilibrium models of price setting can be integrated

into a small-scale DSGE framework. In particular, we show that the PPSI model results

in a standard sticky-information Phillips curve, which is equivalent to the one proposed by

Mankiw and Reis (2002). The SP model results in a new Keynesian Phillips curve under

positive trend inflation (see Ascari and Sbordone (2014), for example). The results for our

calibrated small-scale DSGE model indicate that both frameworks are broadly in line with

the empirical moments. Nevertheless it is important to identify whether price dynamics

are best described by the PPSI model or the SP model because sticky prices and sticky

information have different implications for optimal monetary policy. For example, positive

trend inflation results in price dispersion and thus is socially costly in sticky-price models

but not in sticky-information models.

The remainder of our paper is organized as follows. In Section 2, we review the empirical

evidence on price points and present some new evidence for the UK. Section 3 introduces

four partial-equilibrium models: our main model (PPSI), the main benchmark (SP), and two

additional model variants, which serve to clarify the importance of the main model’s two key

ingredients, price points and sticky information, for our findings. Analytical expressions for

individual price dynamics in log-linearized versions of our models are derived in Section 4.

Section 5 describes the main features of our data set. Our simulation strategy is laid out in

Section 6 and our main findings about price dynamics are presented in Section 7. Section 8

compares the inflation rates predicted by our models with the one in the data. Section 9

studies the aggregate implications of the four frameworks in general-equilibrium set-ups.

Section 10 concludes.
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2. Evidence on Price Points

In the last two decades, a rich literature documenting the dynamics of individual prices

has emerged. One of the striking regularities observed in the data is the presence of price

points, i.e. prices with special endings, for instance the digits 5 or 9, which are used sub-

stantially more often than other prices.

Several cognitive and behavioral mechanisms have been proposed as a rationale for price

points.9 One reason for firms to choose threshold prices like $1.99 may be that consumers

perceive the difference between $1.99 and $2.00 to be larger than, say, the difference between

$1.98 and $1.99. Hence demand may drop disproportionately when firms raise their prices

from $1.99 to $2.00, which makes it comparably likely that they choose $1.99. A related con-

cept is that of convenient prices, i.e. prices chosen because they require few pieces of money

or little change (see Knotek (2008)). This concept helps to explain why certain goods like

newspapers are often sold at prices such as $1.00, $1.50, or $2.00. Alternatively, restricting

prices to pre-specified sets of prices may be a means of simplifying decision problems for

boundedly rational firms or consumers.10 For the purpose of our paper, it is only important

that firms prefer a certain class of prices to other prices; the exact mechanism why these

prices are preferred is irrelevant.

Early evidence on the role of price points for price rigidity stems from Kashyap (1995),

who analyzes prices in retail catalogues, and Blinder et al. (1998), who conduct a survey on

price stickiness among U.S. firms. More recently, Levy et al. (2011) use both scanner and

online prices in the U.S. to document that prices with 9-endings occur more frequently than

other prices, that they are less likely to change and that the magnitude of price changes is

larger for these prices in comparison to prices with non-9-endings.11

9For surveys see Monroe (1973) and Hamadi and Strudthoff (2016).
10It may be noteworthy that simplifying price-setting by choosing only price points would plausibly affect

a firm’s profits only to a negligible extent.
11Price points have been found to be empirically relevant in other countries too. Dhyne et al. (2006)

summarize the evidence from the Eurosystem’s Inflation Persistence Network and document that in various
European countries price points matter for the frequency of price changes.
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Figure 1: Distribution of final digits for all consumer prices in the UK from February 1996 to December
2016, all prices weighted with the weights used for the construction of the CPI. Source: Office of National
Statistics (ONS), own calculations

While the literature on price points has focused on supermarket scanner data and online

markets so far, price points are important for a broad set of consumer prices as well. Fig-

ure 1, which shows the distribution of last digits of consumer prices in the United Kingdom,

demonstrates that the distribution clearly differs from a uniform distribution, which one

would plausibly expect if price points played no role.12 Interestingly, while “9” occurs com-

parably often as a last digit, the most frequently chosen last digit is “0.” This could point

to the relevance of convenient prices or the existence of large threshold prices like $49.00,

where the last digit before the decimal point is “9.” A closer look at the data reveals that

for some categories of products in the ONS database, “9” is the most frequent last digit,

whereas “0” occurs most often for other product categories.

It may also be instructive to examine the most frequently chosen prices in the ONS

database. As can be seen from Table 1, all of the fifteen most frequently used prices end

with “99,” “00,” or “50.” It may also be noteworthy that the two largest prices in this list,

$10 and $25, appear to be rather special.

12The data set is described in more detail in Section 5.
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rank price freq.
1 1.00 0.92%
2 2.00 0.84%
3 0.99 0.82%
4 1.99 0.81%
5 3.99 0.79%

rank price freq.
6 10.00 0.79%
7 4.99 0.76%
8 3.00 0.72%
9 5.00 0.71%

10 2.99 0.70%

rank price freq.
11 25.00 0.70%
12 9.99 0.69%
13 7.99 0.69%
14 2.50 0.69%
15 1.50 0.66%

Table 1: Most frequent consumer prices in the UK from February 1996 to December 2016, all prices weighted.
Source: ONS, own calculations

3. Model

Having discussed the empirical evidence in favor of price points, we now try to assess their

implications for price dynamics. For this purpose, we propose four variants of a textbook

model of price setting (see Woodford (2003)) under positive trend inflation and idiosyncratic

productivity shocks as in Gertler and Leahy (2008).13 For the time being, we focus on partial-

equilibrium models of price setting. These models will be integrated into a small-scale DSGE

set-up in Section 9.

In all four versions of the model, time is discrete and denoted by 𝑡 = 0, 1, 2, .... The

economy is populated by a continuum of monopolistically competitive goods producers,

indexed by 𝑗 ∈ [0, 1]. Each firm 𝑗 produces the individual good 𝑗. The demand for this good

is given by

𝑌𝑗,𝑡 =

(︂
𝑄𝑗,𝑡

𝑃𝑡

)︂−𝜀

𝑌𝑡, (1)

where 𝜀 (𝜀 > 0) is the elasticity of demand, 𝑌𝑡 aggregate output, 𝑄𝑗,𝑡 the price of good 𝑗,

and 𝑃𝑡 is the aggregate price level, which satisfies

𝑃𝑡 :=

[︂∫︁ 1

0

(𝑄𝑗,𝑡)
1−𝜀 𝑑𝑗

]︂ 1
1−𝜀

. (2)

13For zero trend inflation, our models would entail price-change distributions that would be symmetric
around zero. These distributions would be at odds with several empirical findings, e.g. the fact that decreases
are typically larger than increases.
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Firm 𝑗’s profits in period 𝑡 are given by the difference between revenues and total labor

costs,

Π𝑗,𝑡 =
𝑄𝑗,𝑡

𝑃𝑡

𝑌𝑗,𝑡 −
𝑊𝑡

𝑃𝑡

𝑁𝑗,𝑡, (3)

where 𝑊𝑡 is the economy-wide nominal wage, which is taken as given by the firm, and 𝑁𝑗,𝑡

is the labor input.

The production function is of the form

𝑌𝑗,𝑡 = 𝐴𝑡𝑋𝑗,𝑡𝑁
𝛾
𝑗,𝑡, (4)

where 𝛾 ∈ (0, 1], 𝐴𝑡 is aggregate productivity, which follows a commonly known stochastic

process, and 𝑋𝑗,𝑡 is an idiosyncratic productivity level. For 𝛾 < 1, there are decreasing

returns to scale, which could also be interpreted as the production function being of the

Cobb-Douglas type but with fixed capital. Firms maximize profits using the stochastic

discount factor Λ𝑡,𝑡+𝑖 = 𝛽𝑖 𝐶𝑡

𝐶𝑡+𝑖
between periods 𝑡 and 𝑡 + 𝑖, where 𝛽 ∈ (0, 1) and 𝐶𝑡 is

aggregate consumption.

In every period, each firm 𝑗 is hit by a productivity disturbance with probability 1 − 𝛼.

When this happens, the firm survives with probability 𝜏 . For surviving firms, idiosyncratic

productivity changes according to 𝑋𝑗,𝑡 = 𝑋𝑗,𝑡−1𝑒
𝜉𝑗,𝑡 , where 𝜉𝑗,𝑡 is an i.i.d. firm-specific shock

that is uniformly distributed over the support
[︀
−𝜒

2
,+𝜒

2

]︀
. If a firm does not survive, which

happens with probability 1 − 𝜏 , conditional on a shock, it is immediately replaced by a new

firm with productivity one, i.e. 𝑋𝑗,𝑡 = 1. This can be interpreted as product substitutions.

We note that the main purpose of the assumption that firms may die with probability 1−𝜏 is

to guarantee a stationary distribution of productivities across firms as in Gertler and Leahy

(2008). For our calibration, it will be convenient to introduce 𝜃 := (1 − 𝛼)(1 − 𝜏) as the

probability that a given firm exits in a given period.

In our main model (PPSI), firms receive information about all aggregate variables and

the realization of the idiosyncratic productivity shock in periods in which they are hit by an
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idiosyncratic shock. In all other periods, they must act on outdated information.14 While

firms can adjust the prices of their outputs in every period, they must choose these prices

subject to a PP restriction, as will be explained in the following.

We assume that each firm 𝑗 chooses the price for a quantity 𝑈𝑗 of the good, where

we use �̃�𝑗,𝑡 to denote this price. 𝑈𝑗 is constant over time and exogenous for each firm 𝑗.

Thus the price of quantity 𝑈𝑗, �̃�𝑗,𝑡, and the price per unit of the good, 𝑄𝑗,𝑡, are related

via �̃�𝑗,𝑡 = 𝑈𝑗𝑄𝑗,𝑡. We can think of the 𝑈𝑗’s as different package sizes of the differentiated

products.

The PP restriction requires that each firm 𝑗 choose a log price 𝑞𝑗,𝑡 := ln
(︁
�̃�𝑗,𝑡

)︁
that lies in

the set ∆𝑗 ·Z, where Z is the set of positive and negative integers and ∆𝑗 is the exogenously

given relative distance between price points. We assume that there are 𝑛 different values of

∆𝑗 of relative distances between price points with 𝑛 positive weights 𝜌1, 𝜌2, ... 𝜌𝑛 satisfying∑︀𝑛
𝑘=1 𝜌𝑘 = 1. The set of firms [0, 1] can be split into 𝑛 subsets [0, 𝜌1), [𝜌1, 𝜌1 + 𝜌2), ...

[1− 𝜌𝑛, 1]. Firms in the 𝑘th interval all have the same value of ∆𝑗 and can choose log prices

𝑞𝑗𝑡 only from the set ∆𝑗 ·Z. The package sizes 𝑢𝑗 are uniformly arranged on [0,∆𝑗[ for these

firms. Let 𝑞𝑗,𝑡 be the natural logarithm of the per-unit price 𝑄𝑗,𝑡. As 𝑞𝑗,𝑡 = 𝑞𝑗,𝑡 − 𝑢𝑗 and

𝑞𝑗,𝑡 ∈ ∆𝑗 · Z, the log per-unit price 𝑞𝑗,𝑡 can only be chosen such that 𝑞𝑗,𝑡 ∈ ∆𝑗 · Z− 𝑢𝑗.

Finally, a few comments on our assumptions regarding price points are in order. First,

to motivate the distribution of price points we note that, for $0.89, the next price point

may be $0.99 but for a price point of $8.99, the next price point may plausibly be $9.99.15

Hence the assumption of constant relative distances between price points appears to be a

reasonable approximation. Second, the assumptions that prices refer to fixed quantities 𝑈𝑗

of goods and that the 𝑈𝑗’s are uniformly arranged have the plausible consequence that the

fraction of firms choosing a price point below the price they would charge in the absence

14This assumption about when firms receive information updates is closely related to the modeling strategy
in Gertler and Leahy (2008), who assume that firms face costs of information acquisition that are too large
for firms to search for information in the absence of idiosyncratic shocks but small enough such that firms
always acquire information when they are hit by a shock.

15This argument is also supported by the evidence presented in Levy et al. (2011). They find that for
small prices, prices with 9’s in the penny and dime digits are particularly persistent. For more expensive
products, they observe more persistence of prices with 9s in the $1, $10, and $100 digits.
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of a PP restriction and the fraction of firms choosing a higher price than they would select

without a PP restriction are constant over time.16

It remains to describe the three additional model variants. The main benchmark with

sticky prices (SP) is identical to our main model with the following exceptions: It includes

neither sticky information nor a PP restriction but firms can adjust their prices only when

they are hit by an idiosyncratic productivity shock. The third model, the PPSP model,

features a PP restriction but no information rigidities. Like in the SP model, prices in the

PPSP model are sticky in the sense that firms can change their prices only in periods where

they are hit by an idiosyncratic shock. In the fourth model, which we label the PP model,

firms receive an information update in every period and they can adjust their prices in every

period, subject to a PP restriction.17

4. Optimal Price-setting

This section derives formal expressions for firms’ optimal prices in the four models con-

sidered in this paper. We first consider the PPSI and the PP models and analyze the SP and

PPSP models afterwards.

To determine the optimal price of firm 𝑗 in the PPSI and the PP models, it will be useful

to introduce 𝑞*𝑗,𝑡, the optimal log price that firm 𝑗 would choose in the absence of sticky

information if it could select its price freely in every period, as

𝑞*𝑗,𝑡 =
𝛾

𝛾 + 𝜀(1 − 𝛾)

(︂
−1

𝛾
𝑥𝑗,𝑡 + ̂︁𝑢𝑙𝑐𝑡)︂ + 𝑝𝑡, (5)

where here and henceforth small letters denote log levels and variables with a “hat” stand for

relative deviations from the steady state. In particular, ̂︁𝑢𝑙𝑐𝑡 denotes the relative deviation

of aggregate unit labor costs from their steady-state value. The details of the derivation for

(5) and the other equations in this section are given in Appendices A and B.

16Otherwise, under positive inflation there would be jumps in the price level in periods where a large
fraction of firms adjusted their price upwards to the next price point.

17One might also ask about the implications of a fifth model variant with sticky information and no PP
restriction. Such a version of model would have the counterfactual implication that all prices change every
period.
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In the model with price points and no information frictions, the PP model, firm 𝑗 chooses

𝑞𝑃𝑃
𝑗,𝑡 = 𝒯𝑗

{︀
𝑞*𝑗,𝑡

}︀
= 𝒯𝑗

{︂
𝛾

𝛾 + 𝜀(1 − 𝛾)

(︂
−1

𝛾
𝑥𝑗,𝑡 + ̂︁𝑢𝑙𝑐𝑡)︂ + 𝑝𝑡

}︂
, (6)

where 𝒯𝑗 : R → R is an operator that maps the hypothetical, optimal log price of producer 𝑗

in the absence of the PP restriction, 𝑞*𝑗,𝑡, to the closest corresponding log price point 𝑞𝑃𝑃
𝑗,𝑡 ∈

∆𝑗 ·Z−𝑢𝑗. It may be worth stressing that 𝑞𝑃𝑃
𝑗,𝑡 is the log price for one unit of the consumption

good. The log price actually chosen by the firm for a package of log size 𝑢𝑗 is 𝑞𝑃𝑃
𝑗,𝑡 = 𝑞𝑃𝑃

𝑗,𝑡 +𝑢𝑗.

Analogously, firms in the PPSI model choose the log price point that is closest to the

expected log price that would be optimal in the absence of a PP restriction. Formally, a

firm 𝑗 hit by an idiosyncratic shock 𝑖 periods ago sets the following log price for one unit of

its good:

𝑞𝑃𝑃𝑆𝐼
𝑗,𝑡 = 𝒯𝑗

{︀
E𝑡−𝑖

[︀
𝑞* 𝑃𝑃
𝑗,𝑡

]︀}︀
= 𝒯𝑗

{︂
𝛾

𝛾 + 𝜀(1 − 𝛾)

(︂
−1

𝛾
𝑥𝑗,𝑡 + E𝑡−𝑖

[︁̂︁𝑢𝑙𝑐𝑡]︁)︂ + E𝑡−𝑖 [𝑝𝑡]

}︂
, (7)

where E𝑡−𝑖[·] stands for the rational expectations based on all economic variables in period 𝑡−

𝑖 and previous periods. We note that E𝑡−𝑖[𝑥𝑗,𝑡] = 𝑥𝑗,𝑡, as the idiosyncratic productivity has

remained constant between periods 𝑡− 𝑖 and 𝑡.

In the SP model, the price setting equation is given by the standard expression for optimal

prices under Calvo pricing and positive trend inflation:

𝑞𝑆𝑃𝑗,𝑡 =
𝛾

𝛾 + 𝜀(1 − 𝛾)

(︁
𝜓𝑡 − 𝜑𝑡

)︁
− 1

𝛾 + 𝜀(1 − 𝛾)
𝑥𝑗,𝑡 + 𝑝𝑡 + ln

(︂
𝑄

𝑃

)︂
, (8)

where we use variables with a bar to denote steady-state levels. The auxiliary variables 𝜓𝑡

and 𝜑𝑡 are given by

𝜓𝑡 =
(︁

1 − 𝛼𝛽�̄�
𝜀
𝛾

)︁ [︁̂︁𝑢𝑙𝑐𝑡 − 𝑠𝑡 + 𝑌𝑡 − 𝐶𝑡

]︁
+ 𝛼𝛽�̄�

𝜀
𝛾

[︂
E𝑡𝜓𝑡+1 +

𝜀

𝛾
E𝑡�̂�𝑡+1

]︂
, (9)

𝜑𝑡 = (1 − 𝛼𝛽�̄�𝜀−1)(𝑌𝑡 − 𝐶𝑡) + 𝛼𝛽�̄�𝜀−1
[︁
E𝑡𝜑𝑡+1 + (𝜀− 1)E𝑡�̂�𝑡+1

]︁
, (10)
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where 𝜋 is the steady-state level of the gross inflation rate 𝜋𝑡 := 𝑃𝑡/𝑃𝑡−1. The deviation 𝑠𝑡

of price dispersion from its steady-state value is given by

𝑠𝑡 =
𝜀(�̄�

𝜀
𝛾 − �̄�𝜀−1)

𝛾(1 − 𝛼�̄�𝜀−1)
𝛼�̂�𝑡 + 𝛼�̄�

𝜀
𝛾 𝑠𝑡−1. (11)

Under zero trend inflation, 𝑠𝑡 would always be zero for a log-linear approximation of the

SP model.

Finally, we have to state how prices are selected in the PPSP model. Firm 𝑗 always

chooses the log price that is closest to the log price it would choose under SP price-setting,

i.e.

𝑞𝑃𝑃𝑆𝑃
𝑗,𝑡 = 𝒯𝑗

{︀
𝑞𝑆𝑃𝑗,𝑡

}︀
. (12)

Before proceeding to the main part of the paper where we compare the predictions of our four

model variants with the data, we describe the ONS price quote data used for this comparison.

5. ONS Price Quote Data

The CPI micro dataset of the United Kingdom’s Office for National Statistics (ONS)

is used to compute the official CPI for the UK. The data set starts in January 1996 and

is continuously updated. Prices are collected from over 14,000 retail stores and 13 regions

across the UK. While the dataset that is available to researchers consists of price data for

556 goods and services on average, ONS uses prices of approximately 700 goods to compute

the official CPI. We have verified that the inflation rate constructed only from the price data

published by ONS follows the official inflation rate very closely.

We perform several steps to clean the raw data that is available from the ONS website

and to generate time series on individual prices. First, we discard prices that are not “valid”

according to a flag provided by ONS (and do not enter the official CPI) as well as multiple

price quotes for a certain item, shop, and region, as these cannot be used to generate unique

time series (this last step eliminates 15.5% of price observations). Following Kryvtsov and

Vincent (2017), we split the time series whenever an item substitution occurs. It is well-

known that it is crucial to take into account sales in micro price data. We use the sales
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flag published by ONS to eliminate temporary sales from the data.18 To generate quarterly

data, we use end-of-quarter values. Our final data set contains roughly 7.9 million price

observations.

6. Simulation Strategy

The main objective of this paper is to simulate the individual price dynamics implied by

the PPSI, SP, PPSP, and PP models in order to assess how well they can explain various

findings about price-setting in the UK. In this section, we explain our simulation strategy

and the calibration of the models.

We compute the individual price dynamics for the four model variants using the price-

setting equations (6)-(8) and (12), respectively. More specifically, we simulate the prices

set by 100.000 firms for the time period 1996Q1-2016Q4. While the idiosyncratic shocks

are generated by a random number generator in this simulation exercise, we use realized

values for the current and past levels of the CPI as well as unit labor costs from ONS. As

firms’ optimal prices also depend on current and lagged expectations of unit labor costs and

the price level, we follow Sbordone (2002) as well as Dupor et al. (2010) and estimate a

vector autoregressive model to generate the corresponding forecasts. We use a time horizon

(1992Q1-2016Q4) for our VAR model that is longer than the time period of the micro price

data, as the PPSI model depends on lagged expectations of current economic variables. The

forecasting model includes CPI quarter-on-quarter inflation rates, unit labor costs, and HP-

filtered series for real consumption and GDP. The time unit is a quarter, as data on unit

labor costs is not available at a higher frequency.

There is a difference between the simulations for the PPSI and PP models on the one hand

and the ones for the SP model and the PPSP model on the other hand. As in our simulations

firms utilize information about aggregate unit labor costs but do not observe a direct measure

of costs on the individual firm level, they rely on a relationship between individual and

aggregate costs that involves the measure of price dispersion 𝑠𝑡.
19 In the PPSI model and

18Alternative methods that are used in the literature to identify sales (e.g. by Klenow and Malin (2010))
do not affect our results qualitatively.

19The details of the derivations are laid out in Appendices A and B.
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the PP model, 𝑠𝑡 = 0 is satisfied in every period 𝑡 for a log-linear approximation around the

steady state, which entails that firms do not have to calculate 𝑠𝑡 when computing their own

costs from aggregate unit labor costs. By contrast, 𝑠𝑡 = 0 does not hold in the SP model

and the PPSP model under the assumption of a positive inflation rate in the steady state.

Therefore, firms use (11) to compute 𝑠𝑡 in our simulations. We have confirmed that all

our results about individual price dynamics in the SP and the PPSI models are virtually

unaffected if we make the assumption that firms (erroneously) use 𝑠𝑡 = 0 in these models as

well.

For the calibration, we proceed as follows. We rely on external information to select 𝛽,

𝜀, 𝛾, 𝜃, and the different values of ∆𝑗 as well as the corresponding weights 𝜌𝑘 for 𝑘 = 1, ..., 𝑛.

Since we use quarterly data, we choose a discount factor of 𝛽 = 0.99. In line with Gertler and

Leahy (2008), we utilize 𝜀 = 11, which implies a steady-state markup of 10% over marginal

costs. We set 𝛾 to the labor income share of approximately 62%.20 For the exit probability 𝜃,

we select 𝜃 = 0.10 because the rate of item substitutions is around 10% in our dataset.

To calibrate the ∆𝑗’s and the corresponding 𝜌𝑗’s, which are relevant for the PPSI, PP,

and PPSP models, we proceed as follows. First, for each shop-item combination separately,

we define price points as all posted prices that make up at least 10% of all observations in

a window of ±10% around the price.21 Second, we compute the relative difference when

moving upward from one price point to the next one and weight the resulting differences

with the relative frequencies of the smaller one of the two price points. Third, we aggregate

the resulting distributions of ∆𝑗 using the item-specific and shop-specific weights provided

by ONS.

To calibrate the remaining parameters 𝛼 and 𝜒, the simulated method of moments is

used for each model separately.22 In particular, we simulate the price dynamics for each of

the four models and target the frequency and magnitude of price changes in our sample.

Table 2 summarizes our calibration. While it is obvious that the SP model can match the

20ONS uses different methods to compute the labor share. For our time period, a method developed by
ONS itself yields 0.598 and the method developed by the OECD results in 0.635. The value we use is the
average of these values.

21The price points selected by this procedure represent 83% of all prices.
22As the value of 𝜃 is independent of the scenario, it is clear from 𝜃 = (1− 𝛼)(1− 𝜏) that 𝜏 differs across

the four scenarios.
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frequency of price adjustments for the appropriate value of 𝛼, it is less obvious that the

PPSI model and the PP model can be equally successful.23 However, as we will see later,

the calibration targets can be attained perfectly in all four models. It may be noteworthy

that our calibration implies that parameter 𝛼 in the PPSI model attains the same value as

in Mankiw and Reis (2002).

data

targeted period 1996Q1 - 2016Q4

mean magnitude of price changes 10.3%

frequency of price changes 25.9%

mean q-o-q inflation 0.49%

annualized mean inflation 2.0%

calibrated externally

𝛽 0.99

𝜃 0.10

𝜀 11

𝛾 0.62

calibrated internally PPSI SP PPSP PP

𝛼 0.75 0.67 0.57 0.74

𝜒 2.64 1.98 1.39 2.43

Table 2: Calibration summary

7. Price Dynamics

We now turn to our simulation results regarding individual price dynamics. These sim-

ulations show that our PPSI model can explain several pieces of the evidence on individual

price dynamics at least as well as the SP model.

23One might be surprised that the frequency of price adjustments is different from 1−𝛼 in the SP model.
This can be understood by noting that we discard all periods where substitutions occur. It is straightforward
to see that, conditional on no substitution, the probability of a price change is 1− 𝛼/(1− 𝜃).
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7.1. Frequency of price adjustment and the magnitude of price changes

Frequency of price adjustment. Table 3 displays our results regarding the frequencies and

sizes of price changes for the UK and the four model variants. In the UK, 25.9% of all prices

are adjusted in a quarter. We have already noted that all model variants are in line with

this moment, which was used as a calibration target.

UK PPSI SP PPSP PP

frequency of changes (mean), targeted 0.259 0.259 0.259 0.259 0.259

magnitude of changes (mean), targeted 0.103 0.103 0.103 0.103 0.103

magnitude of changes (median) 0.059 0.075 0.102 0.100 0.085

std. dev. of the magnitude (median) 0.135 0.092 0.061 0.054 0.085

magnitude of increases (mean) 0.096 0.082 0.110 0.108 0.087

magnitude of decreases (mean) 0.118 0.162 0.095 0.098 0.141

changes that are decreases (fraction) 0.309 0.261 0.465 0.449 0.302

mean price change 0.029 0.018 0.014 0.016 0.018

std. dev. of price changes 0.167 0.137 0.119 0.115 0.132

kurtosis of price-change distribution 10.61 4.42 1.83 1.56 3.57

fraction of price changes smaller than 5% 0.437 0.402 0.245 0.144 0.371

fraction of price changes smaller than 2.5% 0.224 0.285 0.122 0.033 0.246

fraction of price changes smaller than 1% 0.060 0.181 0.049 0.005 0.113

probability of revisiting a price 0.15 0.15 0.00 0.24 0.17

average number of unique prices 2.94 2.83 3.33 2.74 2.74

Table 3: Frequency and size of price changes as well measures of back-and-forth movements.

Magnitude of price changes. The empirical evidence that prices change by much more than

necessary to catch up with inflation has been emphasized since Bils and Klenow (2004). As

argued by Golosov and Lucas (2007), a model has to involve idiosyncratic shocks in order to

be able to explain this pattern. Because all model variants include such shocks, we are able

to hit the calibration target of an average magnitude of price changes of 10.3% in all cases.

Somewhat interestingly, in the data, the median magnitude of price changes is considerably
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smaller compared to the mean. The PPSI is quite successful in replicating this pattern, as

opposed to the SP model.

How can this relative success of the PPSI model be explained? In the PPSI model,

there are two reasons for price changes. First, a productivity shock may materialize, which

typically requires a large downward or upward adjustment due to the comparably large

variance of these shocks. Second, firms adjust prices when they anticipate a change in the

price level that makes an adjustment by ∆𝑗 worthwhile. In general, these changes are small

and positive. As a consequence, for price decreases, the mean and the median are similar

but, for price increases, the median lies below the mean.24 Overall, the median magnitude

of price changes is smaller than its mean.

By contrast, in the SP model prices only change in the presence of idiosyncratic shocks,

which are drawn from a uniform distribution. Thus both price increases and price decreases

are approximately uniformly distributed. As a result, the median magnitude of price changes

is almost identical to the respective mean.

Midrigan (2011) stresses that it is important for models of price setting to be in line with

the dispersed distribution of price changes in micro data. A comparison of the standard

deviations of the magnitude of price changes in Table 3 demonstrates that the PPSI model

is more successful than the SP model in this respect. This can be understood by noticing

that both models are calibrated to the same mean magnitude of price changes, but that the

PPSI model implies more small price changes than the SP model.

Finally, a few words on the other two models may be in order. The PPSP model behaves

very similarly to the SP model. This is due to the fact that, like in the SP model, price

changes in the PPSP model take place only when firms are hit by an idiosyncratic shock.25

The PP model is similar to the PPSI model in that there are two sources of price changes:

changes due to idiosyncratic shocks and changes to catch up with movements in the price

level. Qualitatively, the PP model therefore produces results that are similar to the ones for

the PPSI model.

24In the PPSI model, the ratio between the median and the mean magnitude of price increases (decreases)
is 0.55 (1.02). In the data, the respective values are 0.55 and 0.68. In the SP model, both values are
approximately one.

25More precisely, an idiosyncratic shock does not always cause a price change in the PPSP model, as the
desired price change may be too small compared to the smallest admissible price change Δ𝑗 .
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Magnitude of price changes for increases vs. decreases. It is a puzzling asymmetry in em-

pirical data that the magnitude of price decreases tends to be larger than the size of price

increases. Burstein and Hellwig (2007) document this fact for the Dominick’s database and

KK provide evidence that for regular prices in the BLS data set, increases average 10.6%

whereas decreases average 13.3%.

Our findings for the UK are in line with these previous findings with mean price increases

of 9.6% and decreases of 11.8%. Table 3 shows that the PPSI model generates average

increases of 8.2% and average decreases of 16.2% and is thus able to replicate this pattern

qualitatively. This is a consequence of our earlier observation that the PPSI model produces

many small price increases.

In the SP model, price increases are larger than decreases on average because, every time

a firm is allowed to adjust its price, the new price is determined by two main factors: the

size of the idiosyncratic productivity shock, which has zero expected mean, and changes in

the expected future price levels since the last adjustment, which are usually positive under

a positive trend inflation rate.

Distribution of price changes. Table 3 reports the means and standard deviations of the

distributions of price changes for our different models. Both the PPSI and the SP model

make reasonable predictions, while the PPSI model’s predictions are somewhat closer to the

values found in the data. With respect to the kurtosis of the distribution of price changes,

all models produce lower values than those found in the data but the PPSI model comes

closest to the empirical moment.26,27

KK emphasize that, despite the large mean magnitude of price changes, small price

changes are rather frequent. They report that roughly 40% of all price changes are smaller

26Alvarez et al. (2016) show that empirical measures of kurtosis are upward-biased if heterogeneity is not
taken into account. Hence we follow their suggestion and de-mean all price changes at a cell level and divide
all price changes by the standard deviation for the respective cell, where a cell is a particular pair of shop
type and item. For the models with a PP restriction, we use an analogous procedure, where a cell is a set of
firms with a particular value of Δ𝑗 .

27Alvarez et al. (2016) find that the kurtosis is in the vicinity of four in low-inflation countries. We have
verified that the larger value that we find does not change qualitatively if we eliminate price changes smaller
than 1% or if we consider monthly rather than quarterly data. For the alternative measure of kurtosis used
by Petrella et al. (2018), we obtain 1.9, which appears to be broadly in line with Petrella et al.’s findings.
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than 5%. Table 3 shows a similar value for the UK.28 While the PPSI is successful in

replicating the fractions of price changes that are smaller than 5% or 2.5%, it produces too

many price changes that are smaller than 1%. One might speculate that the inclusion of small

menu costs would improve the performance of the PPSI model in this regard. The SP model

tends to produce too few small price changes. This is a consequence of the observations

that price changes in the SP model occur only if there is an idiosyncratic shock and that

idiosyncratic shocks are typically large.

KK find that 43.4% of all price changes are price decreases. We find a somewhat smaller

value of 30.9% for the UK and our sample period.29 The PPSI model, which produces many

small price changes, comes closer to this value than the SP model, where price increases and

decreases are roughly equally likely.

Revisiting prices. Data on individual prices indicate that prices move back and forth between

a few rigid values (NS, Eichenbaum et al. (2011), Knotek (2016)). This pattern can also be

found for the UK sample under consideration. In particular, we compute the frequency with

which, conditional on a price change in a particular period, the new price was chosen in one

of the preceding 7 quarters. Table 3 shows that this probability of revisiting an old price

amounts to 15% in the data.30 Clearly, the assumption that prices can only be chosen from

a discrete set of price points potentially enables the PPSI model to generate non-negligible

probabilities of revisiting prices, in contrast with the SP model, where prices can be any real

number. In fact, the PPSI model reproduces the value in the data, whereas the probability

of revisiting an old price is zero in the SP model.

Table 3 also reports the average number of unique prices that is chosen in intervals of

a length of 8 quarters.31 Although the probability of revisiting a particular price is zero in

the SP model, the number of unique prices is similar to the one in the data because prices

change only occasionally. In the PPSI model, prices adjust infrequently and, if they adjust,

28Eichenbaum et al. (2014) identify several factors that may lead to spurious small price changes in micro
price data. These factors appear to be less relevant for our data set.

29Using the appropriate weights, we compute the fraction of price changes that are decreases for each
quarter and then compute the average of these quarterly values.

30The same measure is used in Ilut et al. (2016) for a different time horizon and monthly data. It is also
closely related to the frequency of “comeback prices” computed in Klenow and Malin (2010).

31Ilut et al. (2016) compute a related measure of “novel prices.”
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there is a non-negligible probability of an old price being chosen. Both factors jointly lead

to a number of unique prices that comes close to the value we find in the data.

7.2. Frequency and magnitude of price changes as functions of the age of the price

Hazard rates. Simple state-dependent pricing models like menu-cost models typically predict

an increasing hazard curve, i.e. an increasing probability of a price change as a function of

the duration of a price spell.32 As shown by KK, NS, and Klenow and Malin (2010), this

implication is not supported by the data.

Estimating the shape of hazard functions is empirically challenging because of substantial

heterogeneity in the frequency of price adjustment across goods. Here we follow the approach

used by KK, who first sort all items into deciles according to the frequency of price changes,

then compute the hazard functions for all deciles separately, divide them by the unconditional

frequency of a price change for the respective decile and finally calculate the average of the

resulting hazard functions.

The left-hand side of Figure 2 shows the hazard functions for the UK sample and the

four model variants, where we take into account heterogeneity in the way described above.

It is instructive to examine the empirical hazard function first. In line with previous results

in the literature, the hazard function has spikes after 4, 8, and 12 quarters. Regressing the

probability of a price change on the age of a price with dummies for 4, 8, and 12 quarters

reveals a slightly positive slope of the hazard function of 0.029. This has the interpretation

that an increase of a price’s age by one year leads to an increase of the probability of a price

change by approximately 12%.

To illustrate the workings of our main model, the second row shows the hazard function

for the subset of firms in our PPSI model that are characterized by a value of ∆𝑗 = 5%.

While the hazard curve is slightly upward sloping initially, it features a significant peak

around the tenth quarter. The reason is straightforward. In the PPSI model, there are two

main causes of price changes: idiosyncratic shocks and expected changes in the price level.

The first mechanism alone would produce a flat hazard curve. The second factor requires an

adjustment of the price level from time to time due to the positive level of trend inflation. As

32NS highlight that the hazard function can take many different forms in models with idiosyncratic shocks.
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Figure 2: Hazard rates and the magnitudes of price adjustment conditional on age. In the regression for the
slope coefficient that utilizes UK data, we include a dummy for year fixed effects.
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the average quarter-on-quarter inflation rate is 0.49% for our period sample and the relative

difference between price points is ∆𝑗 = 5% for the firms under consideration, one would

expect that firms are comparably likely to adjust their prices after 5/0.49 ≈ 10 quarters,

which is exactly what Figure 2 shows.

The panel located in the first column and the third row shows the hazard functions for

the entire set of firms in the PPSI model. Because the distribution of ∆𝑗’s involves many

different values, the peak that arises for ∆𝑗 = 5% disappears. The hazard rate has a positive

slope, which is slightly larger than the one in the data.

The first panel in the bottom row shows that the hazard function for the SP model has a

positive slope as well, which is surprising given that the hazard curve is flat by construction

under Calvo pricing. The positive slope is an artifact of the procedure that we employ to take

into account heterogeneity. Thus this panel confirms that it is not obvious how heterogeneity

should be taken into account and that the exact values for the slopes should be taken with a

pinch of salt. With this caveat in mind, we would argue that both the PPSI and SP model

are roughly in line with the slope of the hazard curve found in the data.

Magnitude of price changes as a function of age. Another important empirical finding in the

literature is that the mean magnitude of relative price changes is approximately independent

of the time since the last adjustment (KK, Klenow and Malin (2010)). Our empirical analysis

broadly confirms this pattern, as can be seen from the second panel in the first row of Figure 2.

The slope of the magnitude of price changes as a function of the price’s age is quite low and

around 0.006. Roughly speaking, this value has the interpretation that, for each quarter that

the price is not adjusted, the magnitude of the next price adjustment increases by 0.6%.

The typical prediction of time-dependent pricing models is that prices are adjusted more

strongly if they have not been adjusted for a longer time period.33 Although our SP model

falls into the class of time-dependent pricing models, it is quite successful in replicating the

empirical finding under consideration, as can be seen from the second panel in the bottom

row. The success of the SP model is due to the fact that our calibration selects a comparably

33This prediction can be understood by noting that the optimal price drifts away from the current price
as time passes and therefore larger adjustments are necessary for prices that have not been adjusted for a
long time.
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large variance of idiosyncratic shocks. Hence the size of price changes is mostly driven by

the realization of the idiosyncratic shock and hardly influenced by the comparably modest

changes in the price level that occurred since the price was last adjusted.

The PPSI model implies a trough at around 10 quarters for firms with ∆𝑗 = 5% (see

the second panel in the second row). The intuition is straightforward. As we have explained

before, positive trend inflation causes firms in the PPSI model to adjust prices upwards by

∆𝑗 from time to time even in the absence of idiosyncratic shocks. For firms with ∆𝑗 = 5%,

this occurs after approximately 10 quarters.34

For all firms taken together in the PPSI model, the trough at 10 quarters disappears

and the resulting function has a slightly negative slope, in contrast with the slightly positive

slope found in the data. While it is important to remember that the procedure that controls

for heterogeneity can introduce small biases, the SP model produces a slope of the hazard

function that is somewhat closer to the slope found for our UK sample.

7.3. Price changes and inflation

Relationships of the frequency and size of price adjustment with inflation. KK find that the

frequency of price changes, which we denote as 𝑓𝑟𝑡, co-moves with inflation 𝜋𝑡. For the UK,

estimating

𝑓𝑟𝑡 = 𝛽𝜋𝜋𝑡 + 𝑏+ 𝜖𝑡 (13)

with error term 𝜖𝑡 and intercept 𝑏 via OLS produces a significant positive coefficient 𝛽𝜋 = 2.52

(see Table 4). Thus a quarter-on-quarter inflation rate that is higher by 1 percentage point

is associated with a frequency of price adjustment that is higher by 2.5 percentage points.35

This pattern is strong evidence against time-dependent pricing in general and the SP model

in particular.

Table 4 also confirms that the respective coefficient is not significantly different from zero

in our simulations of the SP model. By contrast, the PPSI model results in a coefficient of

1.4, which is smaller than in the data but has the correct sign. Intuitively, larger levels of

34It is noteworthy that, at the trough of the graph for the PPSI model, prices change by more than
Δ𝑗 = 5% on average because some changes are induced by idiosyncratic shocks, which materialize with a
25% probability every period and have sizable variance.

35KK find a coefficient of 2.38 for monthly data.
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inflation require more firms to adjust their prices in the absence of idiosyncratic productivity

shocks.

UK PPSI SP PPSP PP

𝑓𝑟𝑡 2.52 (0.02) 1.40 (0.00) 0.03 (0.46) 0.05 (0.20) 10.12 (0.00)

𝑑𝑝𝑡 1.48 (0.00) 0.71 (0.00) 0.70 (0.00) 0.93 (0.00) 2.05 (0.00)

𝑓𝑟+𝑡 3.87 (0.00) 1.68 (0.00) 0.48 (0.00) 0.83 (0.00) 12.37 (0.00)

𝑑𝑝+𝑡 -0.29 (0.44) -0.02 (0.82) 0.35 (0.00) 0.31 (0.00) -4.04 (0.00)

𝑓𝑟−𝑡 -1.35 (0.00) -0.28 (0.00) -0.45 (0.00) -0.78 (0.00) -2.25 (0.00)

𝑑𝑝−𝑡 -0.31 (0.55) -0.43 (0.00) -0.33 (0.00) -0.28 (0.00) 1.15 (0.00)

𝑓𝑟≤10%
𝑡 1.99 (0.05) 1.24 (0.00) 0.01 (0.77) -0.08 (0.01) 9.0 (0.00)

𝑓𝑟>10%
𝑡 0.53 (0.09) 0.16 (0.00) 0.02 (0.53) 0.14 (0.00) 1.14 (0.00)

Table 4: Coefficients for regressions of different variables on 𝜋𝑡 and a constant. p-values in parentheses. 𝑓𝑟𝑡
= the fraction of items with changing prices, 𝑑𝑝𝑡 = the average relative price change, 𝑓𝑟+ = fraction of items
with rising prices, 𝑑𝑝+ = magnitude of price increases, 𝑓𝑟− = fraction of items with falling prices, 𝑑𝑝− =
magnitude of price decreases.

It is noteworthy that the PP model involves a much more sizable coefficient of 10.12. This

is plausible, as all firms in the PP model observe unusual rates of inflation immediately, in

contrast with the PPSI model, where the exact level of inflation is observed only in periods

where firms are hit by idiosyncratic shocks. Again, the results for the PPSP model are

similar to those for the SP model. In the PPSP model, the frequency of price adjustments

does not co-move with inflation as prices can be adjusted only when idiosyncratic shocks

arrive, which happens with a constant probability.

In line with KK, we find a positive association between inflation 𝜋𝑡 and the mean price

change 𝑑𝑝𝑡 in our data set. A regression analogous to (13) leads to positive coefficients for

both the PPSI and the SP model, where the coefficients are smaller than for the data in

both cases. Again it may be instructive to look at the PP model as well. Because all firms

constantly observe all aggregate variables and inflation in particular, the mean price change

fluctuates more strongly with the inflation rate than in the PPSI model.

Relationships of the frequencies of price increases and price decreases with inflation. NS and,

more recently, Nakamura et al. (2018) have documented that the frequency of price increases,

which we denote as 𝑓𝑟+𝑡 , changes substantially over time and co-varies with inflation. By
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comparison, the frequency of price decreases, 𝑓𝑟−𝑡 , is more stable. Table 4 suggests a similar

pattern for the UK. Regressing 𝑓𝑟+𝑡 on inflation produces a positive coefficient, which has

a larger magnitude than the negative coefficient that obtains when 𝑓𝑟−𝑡 is the dependent

variable.

Table 4 also shows that this pattern can be reproduced qualitatively by the PPSI model

but not by the SP model. In the PPSI model, the current inflation rate affects the frequency

of the small positive adjustments that are caused by expected increases in the price level. In

periods of high inflation, there are more of these small increases and thus the overall frequency

of price increases is higher. By comparison, the frequency of price decreases is affected only

to a smaller extent by higher inflation rates, as most price decreases are triggered by negative

idiosyncratic shocks. In the SP model, the frequency of price changes is obviously constant

but more price changes correspond to increases when inflation is high. As 𝑓𝑟+𝑡 + 𝑓𝑟−𝑡 = 𝑓𝑟𝑡,

the regression coefficient for 𝑓𝑟+𝑡 has the opposite sign but identical magnitude compared to

the coefficient for 𝑓𝑟−𝑡 .

Finally, it may be instructive to examine the coefficients obtained for the PPSP and the

PP model. We notice again that the PPSP model generates results that are qualitatively

similar to those implied by the SP model. As prices are only adjusted in response to idiosyn-

cratic shocks in the PPSP model, the magnitudes of the coefficients for 𝑓𝑟+𝑡 and 𝑓𝑟−𝑡 are not

statistically significantly different from one another. Like the PPSI model, the PP model

involves that the frequency of price increases co-moves more strongly with inflation than the

frequency of price decreases. This pattern is more pronounced compared to the PPSI model

because, in the PP model, all firms become immediately aware of changes in inflation.

Relationship of the frequencies of small and large price changes with inflation. Our discus-

sions of the PPSI model and the PP model have revealed that large price changes are different

from small price changes in these models. Large price changes are triggered by idiosyncratic

shocks, which arrive with constant probability. By contrast, small price changes are usually

caused by changes in the price level. Hence it may be interesting to examine whether there

is empirical evidence in favor of this difference between small and large price changes.

The last two rows of Table 4 show the coefficients for regressions of the form (13), where

the dependent variable is 𝑓𝑟≤10%
𝑡 , the frequency of price changes that are at most 10%, or
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𝑓𝑟>10%
𝑡 , which is the frequency of price changes that are strictly larger than 10%. These

results illustrate that both in the PPSI model and in the data the frequency of small price

changes co-moves more strongly with inflation than the frequency of large price changes.

The same pattern can be found for the PP model in a particularly pronounced way. The

SP model, however, is at odds with the empirical evidence.36 To sum up, the empirical

relationship between the frequencies of small and large price changes with inflation provides

support for the main mechanism inherent in the PPSI model.

Discussion. At this point, it is useful to discuss a general pattern that has emerged in the

preceding analysis. As shown in Table 4, both the PPSI model and the PP model are

compatible with several empirical patterns regarding the relationship of inflation and price

setting qualitatively. At the same time, the magnitude of the effects is often underestimated

by the PPSI model but overestimated by the PP model. This suggests that information

rigidities may be too strong in the PPSI model and too weak in the PP model. As a

consequence, it might be interesting to consider an intermediate case, where information is

updated not only in periods where firms are hit by idiosyncratic shocks but where information

about the aggregate state of the economy arrives with positive probability in other periods

as well.

7.4. Inflation variance: intensive vs. extensive margin

A major purpose of studying price dynamics is to understand what drives fluctuations

in inflation: Is it that the frequency of price changes varies or that firms change prices by

different amounts? Put differently, are inflation dynamics driven by the extensive margin

(EM) or the intensive margin (IM)?

To explore these questions, KK use a decomposition of the inflation variance into terms

capturing the intensive margin and terms capturing the extensive margin. More specifically,

36Somewhat surprisingly, the PPSP model predicts a decrease of the frequency of small price changes
when inflation is large. This can be explained by observing that some price changes that would be close to
but smaller than 10% without a PP restriction may lead to a price change larger than 10% in the presence
of a PP restriction.
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the decomposition is given by37

𝑣𝑎𝑟(𝜋𝑡) = 𝑣𝑎𝑟(𝑑𝑝𝑡)𝑓𝑟
2⏟  ⏞  

IM term

+ 𝑣𝑎𝑟(𝑓𝑟𝑡)𝑑𝑝
2

+ 2 𝑓𝑟 𝑑𝑝 𝑐𝑜𝑣(𝑓𝑟𝑡, 𝑑𝑝𝑡) + 𝒪𝑡⏟  ⏞  
EM terms

, (14)

where 𝑑𝑝𝑡 is the average relative price change and the values with a bar correspond to time

averages. 𝒪𝑡 are higher-order terms that are functions of 𝑓𝑟𝑡.

The results from this variance decomposition for our dataset and the different models are

displayed in Table 5. We obtain, like KK, that the intensive margin is more important for

the variance of inflation than the extensive margin. Compared to KK, we find that a larger

share of the inflation variance can be attributed to the extensive margin (36% compared

to 9% in KK). Obviously, the SP model assigns all fluctuations in the inflation rate to the

intensive margin because the frequency of price adjustments is fixed by assumption. The

PPSI model also attributes positive weight to the extensive margin. The extensive margin

is even more important in the PP model.

UK PPSI SP PPSP PP

IM (in percent) 64 76 100 99 62

EX (in percent) 36 24 0 1 38

POS (in percent) 82 66 55 55 82

NEG (in percent) 18 34 45 45 18

Table 5: Variance decomposition: extensive margin vs. intensive margin and POS vs. NEG.

For completeness, we also consider another decomposition proposed by KK, which ad-

dresses the question whether fluctuations in inflation are the consequences of changes in price

increases or price decreases. KK note that inflation can be written as

𝜋𝑡 − 1 = 𝑓𝑟+𝑡 𝑑𝑝
+
𝑡 − 𝑓𝑟−𝑡 𝑑𝑝

−
𝑡 , (15)

37See KK for a derivation.
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where 𝑑𝑝+𝑡 and 𝑑𝑝−𝑡 denote the average magnitudes of increases and decreases.38 With the

help of (15), the variance of inflation can be expressed in the following way

𝑣𝑎𝑟(𝜋𝑡) = 𝑣𝑎𝑟(𝑓𝑟+𝑡 𝑑𝑝
+
𝑡 ) − 𝑐𝑜𝑣(𝑓𝑟+𝑡 𝑑𝑝

+
𝑡 , 𝑓𝑟

−
𝑡 𝑑𝑝

−
𝑡 )⏟  ⏞  

POS term

+ 𝑣𝑎𝑟(𝑓𝑟−𝑡 𝑑𝑝
−
𝑡 ) − 𝑐𝑜𝑣(𝑓𝑟+𝑡 𝑑𝑝

+
𝑡 , 𝑓𝑟

−
𝑡 𝑑𝑝

−
𝑡 )⏟  ⏞  

NEG term

.
(16)

As shown in Table 5, the variance of inflation is dominated by changes in price increases. In

this regard, the PPSI slightly outperforms the SP model.

7.5. Discussion

Drawing on data for the UK, the preceding analysis has revisited many stylized facts that

have been discovered by other authors for other data sets. As the PPSI model comes closer

to the empirical findings than the SP model in many but not all cases, one might ask which

features of the data are most important for a model of price setting to match. We would

argue that these are the moments that allow for a clear-cut distinction between fundamentally

different approaches to modeling price dynamics: (i) time-dependent pricing like the Calvo

approach, (ii) menu-cost models, and (iii) our approach involving price points and sticky

information. Distinguishing between these approaches is important as they have different

implications for the welfare consequences of long-term inflation. As has been highlighted by

Nakamura et al. (2018), Calvo pricing leads to larger costs of inflation than the approach

based on menu costs. In our PPSI model, high trend inflation involves no costs at all.39

We would therefore argue that the empirical finding that the frequency of price adjust-

ment co-varies with inflation is important for a model to match. The PPSI model is successful

in this regard, while the SP model is not. As argued by Knotek (2016), a prediction that is

specific to models with an important role for price points is that prices return to previous

38Recall that 𝜋𝑡 is the gross rate of inflation, i.e. 𝜋𝑡 = 𝑃𝑡/𝑃𝑡−1. Thus 𝜋𝑡 − 1 is the net rate.
39Obviously, there may be additional costs of inflation that are ignored by our approach. One plausible

extension of our model would involve a mechanism that links higher levels of inflation to a higher volatility
of inflation, which tends to be socially wasteful under sticky information.
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values with a non-negligible probability. It therefore may be noteworthy that the empirical

frequency with which prices are revisited lends support to the PPSI model.40,41

8. Inflation Dynamics

As a next step, we examine how well the different models predict the evolution of inflation.

For this purpose, we compute the inflation rates from the individual prices predicted by the

four models and compare them to the inflation rate in the data.42 Figure 3 displays 4-quarter

moving averages and shows that all four models make reasonable predictions regarding in-

flation. In particular, the root-mean-squared errors (RMSE) are of similar magnitudes in all

cases.

9. Small-scale DSGE model

In this section, we integrate the four partial-equilibrium models considered so far into a

small-scale DSGE framework. The purpose of this exercise is twofold. First, we demonstrate

that the models entail different Phillips curves. Second, we show in calibrated versions of

our models that the general-equilibrium version of the PPSI model is at least as successful

in explaining aggregate moments as the SP model.43

40Complex models with multiple menu costs (Eichenbaum et al. (2011), Kehoe and Midrigan (2015)) are
also in line with the observation that previously chosen prices may be revisited comparably often. However,
these approaches cannot explain why certain prices, e.g. those with 9-endings, are chosen more frequently
than others.

41A more detailed discussion of the relationship between our approach and menu-cost models can be
found in Appendix C.

42As has been highlighted in Section 5, a comparably small share of prices is not contained in the price
quote data set that is publicly available. Hence, for our comparisons, we construct an inflation rate that
takes into account only the goods for which micro price data is available.

43Some authors find that sticky-price models are superior to sticky-information models, provided that
backward-looking agents are included (see e.g. Kiley (2007) and Trabandt (2007)). However, the introduction
of backward-looking agents does not have strong microfoundations. Klenow and Willis (2007) find that firms’
price decisions depend on outdated information about aggregate shocks, which supports the idea that sticky
information is important for understanding inflation dynamics. More recent contributions to this literature
include Dupor et al. (2010), Kaufmann and Lein (2013), Kiley (2016), and Eggertsson and Garga (2017).
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Figure 3: Inflation dynamics predicted by the different models vs. inflation in the data. The figure shows
four-quarter moving averages. No averaging procedure applied when the root mean squared errors (RMSE)
are computed. Quarters with VAT changes have been discarded.

9.1. Set-up

In the following, we describe the additional assumptions that are necessary for extending

the four models to general-equilibrium settings. For the firm sector, it remains to specify

the process for aggregate productivity. The log deviation 𝐴𝑡 of aggregate productivity from

its steady-state level 𝐴 is given by

𝐴𝑡 = 𝜌𝐴𝐴𝑡−1 + 𝜖𝐴𝑡 , (17)

where 0 < 𝜌𝐴 < 1 and the 𝜖𝐴𝑡 ’s are independent, normally distributed disturbances with

mean zero and variance 𝜎2
𝐴.
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There is a continuum of households that own identical shares of all firms and receive

firms’ profits as dividends. The households’ instantaneous utility function in period 𝑡 is

𝑢(𝐶𝑡, 𝑁𝑡) = ln (𝐶𝑡) −
𝑁1+𝜙

𝑡

1 + 𝜙
, (18)

where 𝜙 is a positive parameter, 𝑁𝑡 stands for the household’s supply of labor and 𝐶𝑡 is a

consumption basket. 𝐶𝑡 is given by a Dixit-Stiglitz aggregator function

𝐶𝑡 =

[︂∫︁ 1

0

(𝐶𝑗,𝑡)
𝜀−1
𝜀 𝑑𝑗

]︂ 𝜀
𝜀−1

, (19)

where 𝐶𝑗,𝑡 denotes the quantity of good 𝑗 ∈ [0, 1] consumed in period 𝑡. Here 𝜀 has the

interpretation as the elasticity of substitution between the differentiated goods.

Utility in future periods is discounted by the factor 𝛽 ∈ (0, 1). In each period 𝑡, the real

flow budget constraint is

∫︁ 1

0

𝑄𝑗,𝑡

𝑃𝑡

𝐶𝑗,𝑡𝑑𝑗 +
1

1+𝑖𝑡
𝐵𝑡 −𝐵𝑡−1

𝑃𝑡

=
𝑊𝑡

𝑃𝑡

𝑁𝑡 + 𝑇𝑡, (20)

where 𝐵𝑡 denotes bond holdings, 𝑖𝑡 the nominal interest rate, and 𝑇𝑡 a real transfer, which

includes the profits of firms, the government’s seigniorage revenues, and the funds that are

required to finance government expenditures. Bonds are in zero net supply.

We assume that monetary policy can be described by a Taylor rule of the form:

𝑖𝑡 = 𝜌𝑖𝑖𝑡−1 + 𝑎𝜋�̂�𝑡 + 𝑎𝑦𝑌𝑡 + (1 − 𝜌𝑖)𝑖+ 𝜇𝑡, (21)

where �̂�𝑡 is the log deviation of the inflation rate from its long-run gross value 𝜋 and 𝑌𝑡 is

the log deviation of output from its steady state level. 𝜌𝑖 ∈ (0, 1), 𝑎𝜋, and 𝑎𝑦 are constants.

The long-run nominal interest rate satisfies 1 + 𝑖 = 𝜋
𝛽
. 𝜇𝑡 stands for monetary policy shocks,

which are independent and normally distributed with mean zero and variance 𝜎2
𝜇.

Government expenditures 𝐺𝑡 =
[︁∫︀ 1

0
(𝐺𝑗,𝑡)

𝜀−1
𝜀 𝑑𝑗

]︁ 𝜀
𝜀−1

are pure waste, where 𝐺𝑗,𝑡 denotes

the quantity of good 𝑗 ∈ [0, 1] consumed by the government in period 𝑡. The government’s
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demand for individual good 𝑗 is 𝐺𝑗,𝑡 =
(︁

𝑄𝑗,𝑡

𝑃𝑡

)︁−𝜀

𝐺𝑡. The log deviation �̂�𝑡 of government

expenditures from its long-run level, 𝐺, is given by an AR(1) process:

�̂�𝑡 = 𝜌𝐺�̂�𝑡−1 + 𝜖𝐺𝑡 ,

where 0 < 𝜌𝐺 < 1 and the 𝜖𝐺𝑡 ’s are independent, normally distributed disturbances with

mean zero and variance 𝜎2
𝐺. The government levies lump-sum taxes to balance its budget in

every period.

9.2. Equilibria

As a next step, we describe the conditions that determine the equilibria of the log-

linearized small-scale DSGE model. The household’s utility maximization problem results

in standard conditions, which can be log-linearized to44

𝑤𝑡 − 𝑝𝑡 − ln

(︂
𝑊

𝑃

)︂
= 𝜙�̂�𝑡 + 𝐶𝑡, (22)

𝐶𝑡 = −
(︀
𝑖𝑡 − E𝑡 [�̂�𝑡+1] − 𝑖

)︀
+ E𝑡

[︁
𝐶𝑡+1

]︁
. (23)

Unit labor costs are determined by the following equation:

̂︁𝑢𝑙𝑐𝑡 = 𝑤𝑡 − 𝑝𝑡 − ln

(︂
𝑊

𝑃

)︂
+ �̂�𝑡 − 𝑌𝑡. (24)

The aggregate production function is

𝑌𝑡 = 𝐴𝑡 − 𝑠𝑡 + 𝛾�̂�𝑡. (25)

The goods-market clearing condition, 𝑌𝑡 = 𝐶𝑡 + 𝐺𝑡, yields the following log-linearized rela-

tionship:

𝑌𝑡 =
𝑌 −𝐺

𝑌
𝐶𝑡 +

𝐺

𝑌
�̂�𝑡. (26)

44Minimizing costs for a given size of the consumption basket 𝐶𝑡 yields the demand specified in (1).

32



The four models lead to different Phillips curves (for details of the derivations see Ap-

pendices A and B). The PP model is equivalent to a flex-price model. Hence ̂︁𝑢𝑙𝑐𝑡 = 0 and

𝑠𝑡 = 0 hold in all periods. The PPSI model results in a standard sticky-information Phillips

curve

�̂�𝑡 =
𝛾

𝛾 + 𝜀(1 − 𝛾)

1 − 𝛼𝑃𝑃𝑆𝐼

𝛼𝑃𝑃𝑆𝐼
̂︁𝑢𝑙𝑐𝑡

+ (1 − 𝛼𝑃𝑃𝑆𝐼)
∞∑︁
𝑖=0

(︀
𝛼𝑃𝑃𝑆𝐼

)︀𝑖 E𝑡−1−𝑖

[︂
�̂�𝑡 +

𝛾

𝛾 + 𝜀(1 − 𝛾)

(︁̂︁𝑢𝑙𝑐𝑡 − ̂︁𝑢𝑙𝑐𝑡−1

)︁]︂
,

where the log deviations of unit labor costs from their steady state value are given by (24)

for 𝑠𝑡 = 0.

For the SP model, we obtain the standard new Keynesian Phillips curve

�̂�𝑡 =
1 − 𝛼𝑆𝑃𝜋𝜀−1

𝛼𝑆𝑃𝜋𝜀−1

𝛾

𝛾 + 𝜀(1 − 𝛾)

(︁
𝜓𝑡 − 𝜑𝑡

)︁
, (27)

where 𝜓𝑡 and 𝜑𝑡 are given by (9) and (10). The PPSP model leads to the same Phillips curve

like the SP model. The only difference is that parameter 𝛼𝑆𝑃 has to be replaced by 𝛼𝑃𝑃𝑆𝑃 .

The equilibria of the four model variants are given by paths of 𝑌𝑡, 𝐶𝑡, �̂�𝑡, ̂︁𝑢𝑙𝑐𝑡, 𝑤𝑡 − 𝑝𝑡,

�̂�𝑡, 𝑖𝑡 and 𝑠𝑡 for exogenous shock processes �̂�𝑡, 𝐴𝑡, and 𝜇𝑡 such that equations (21)-(26) and

the respective Phillips curve and the corresponding equation for 𝑠𝑡, i.e. 𝑠𝑡 = 0 or (11), hold.

9.3. Aggregate Dynamics

To compare the four macroeconomic models in this paper, we need to pin down a few

remaining parameters, which were not relevant for the simulations in Section 7. We use the

standard value of 𝜙 = 1 for the inverse of the Frisch elasticity of labor demand. For the

rest of the parameters, we rely on Harrison and Oomen (2010) and set 𝑎𝜋 = 0.24, 𝑎𝑦 = 0.21,

𝜌𝑖 = 0.87, 𝐺
𝑌

= 0.19, 𝜌𝐺 = 0.96, 𝜌𝐴 = 0.89, 𝜎𝜇 = 0.0007, 𝜎𝐺 = 0.008, and 𝜎𝐴 = 0.006.

Table 6 shows some aggregate moments for our four models and the UK, where we use

HP-filtered data for 1993Q1-2008Q1 with a standard smoothing parameter of 1600.45 With

45As the Bank of England adopted inflation targeting in 1992, we select 1993Q1 as the first time period.
Moreover, we exclude the aftermath of the global financial crisis.
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UK PPSI SP PPSP PP

std. dev. of log output (%) 0.45 0.74 1.62 1.22 1.24
std. dev. of inflation (%) 0.25 0.14 0.37 0.32 0.59
autocorrelation of log output 0.68 0.92 0.96 0.95 0.89
autocorrelation of inflation 0.17 0.84 0.82 0.72 0.08

correlation of 𝑌𝑡 and �̂�𝑡 -0.19 -0.52 -0.76 -0.65 -0.52

correlation of 𝑌𝑡 and �̂�𝑡−4 -0.09 -0.60 -0.74 -0.63 -0.32

correlation of 𝑌𝑡 and �̂�𝑡+4 0.11 -0.37 -0.37 -0.25 -0.10

Table 6: Aggregate results (UK data for the time period 1993Q1 - 2008Q1).

regard to the standard deviation of log output, the PPSI model is closer to the data. The

standard deviation of inflation predicted by the PPSI model is too low compared to the

data, while it is too high for the SP model. In both models, the autocorrelations of inflation

and log output are higher than in the data. In the data, log output and inflation are

negatively correlated. All models are able to replicate this finding qualitatively, as business-

cycle fluctuations are mostly driven by aggregate productivity shocks in all cases.46

Finally, Figure 4 shows the impulse responses to monetary shocks for the four models.

In the SP model, a contractionary monetary-policy shock leads to a temporary increase in

output after an initial drop. This can be explained by noting that the shock causes a drop

in inflation and thereby a decrease in price dispersion, which is equivalent to an increase

in aggregate productivity. Otherwise the dynamics for the PPSI and the SP models are

qualitatively similar. Nevertheless it is important to distinguish between the two approaches

as they have different implications for the welfare costs of inflation.

It may be surprising that the PPSI model implies only a moderate degree of inflation

inertia and that the impulse response is not hump-shaped as in Mankiw and Reis (2002) and

Trabandt (2007). This can be explained by noting that monetary policy is described by a

Taylor rule rather than a money-growth rule (see Coibion (2006)). In the PP model, output

is unaffected by monetary shocks. This confirms our previous claim that the aggregate

dynamics of the PP model are equivalent to the ones of a flexible-price model.

46A variance decomposition yields that, in the PPSI model, approximately 70% of output fluctuations can
be attributed to fluctuations in aggregate productivity. For the other three models, the respective number
is around 95%.
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Figure 4: Impulse responses to monetary-policy shocks for the PPSI model (red dashed line), the SP model
(black solid line), the PPSP model (blue dashed line), and PP model (purple dotted line).

10. Conclusion

Kashyap (1995), Blinder et al. (1998) and Levy et al. (2011) have identified the empirical

regularity that price points are relevant for firms’ price setting decisions. Based on this

observation, Knotek (2016) has shown that price points rather than menu costs may be

responsible for extended price spells. However, a model where price points are the only

source of price stickiness has the implication that monetary policy has no real effects, which

contradicts the widespread consensus in monetary economics that central banks can influence

real output in the short run.

As a consequence, this paper has proposed a model featuring a prominent role for price

points as well information stickiness. Due to the presence of sticky information, monetary

policy has real effects in our model. At the same time, our model can reproduce many

stylized facts of price-setting, which cannot be easily reconciled with time-dependent pricing

models such as those based on Calvo pricing. For example, our model is in line with the

findings that the frequency of price adjustment is positively related to inflation and that the

magnitude of price decreases exceeds the size of increases. It is also compatible with the

observation that previously chosen prices are revisited with non-negligible probability.

One can also look at our approach from a slightly different angle and interpret it as a

way of making sticky-information models more consistent with empirical findings about price

dynamics. For example, Maćkowiak and Wiederholt (2009, p. 798) note that their model

of rational inattention is not compatible with spells of constant prices, unless additional
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frictions such as menu costs are included. The PP restriction proposed in this paper can be

viewed as a simple alternative mechanism that generates sticky individual prices in models

of rational inattention.

Our framework could also be used to examine the impact of a change in trend inflation

on price dynamics. The PPSI model would entail that price changes are more frequent and

have a smaller mean magnitude if the trend rate of inflation is raised in a comparative statics

exercise.47 This follows from the observation that the comparably small price adjustments

that are necessary from time to time to catch up with increases in the price level occur

more frequently when inflation is higher. By contrast, the SP model would predict that

the frequency of price changes is not affected by changes in trend inflation and that the

magnitude of price changes increases with inflation.48 The evidence presented by Wulfsberg

(2016) for Norway, namely that prices change more frequently and in smaller steps in periods

of high inflation compared to periods of low inflation, appears to be more in line with the

predictions of the PPSI model. Using our model to carefully examine how changes in trend

inflation affect price dynamics would be an interesting avenue for future research.

47To be precise, this is true for small and moderate inflation. For very large inflation rates, almost all
prices are raised every period. In such a situation, the size of price changes would increase with inflation.

48The literature on endogenous time-dependent pricing (see Bonomo and Carvalho (2004), for example)
allows for the frequency of price adjustment to change in responses to changes in trend inflation. The specific
prediction of the PPSI model, which would not typically arise in endogenous time-dependent models, is that
the frequency of small price adjustment responds more strongly to changes in trend inflation than the
frequency of large price adjustments.
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